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ABSTRACT

Suppose in a distribution problem, the sample information W is split

into two pieces W and W2 , and the parameters involved are split into two
~12

sets, * containing the parameters of interest, and e containing nuisance

parameters. It is shown that, under certain conditions, the posterior

distribution of * does not depend on the data W2, which can thus be

ignored. This also has consequences for the predictive distribution of future

(or missing) observations. In fact, under similar conditions, the predictive

distributions using W or just W are identical.
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SIGNIFICNCNZ AND EXPLANATION

In the application of Bayesian methods, some posterior and predictive

distributions may be unaffected when portions of the data are ignored.

Conditions under which this is true are given, and examples are provided.
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DROPPING OBSERVATIONS WITHOUT AFFECTING POSTERIOR AND

PREDICTIVE DISTRIBUTIONS

Norman Draper and Irwin Guttman*

1. MAIN RESULT

Suppose, that W a (W ,W')' Is a vector of random variables whose density

function fw(wjo,e) depends on two sets of parameters oe. Suppose further that

we are interested in *, that e will be regarded as a vector of nuisance parameters

and that the following conditions hold.

1. W, and W2 are statistically independent.

2. The marginal distribution f (w2 910) of W2 depends only on e and not on *.
-2

3. The marginal distribution of W = (1I',-2)' is such that

-flllle) f (Wllle) fW gl l 21!11;0-)-(

4. The prior Information about the parameter sets 0 and 0 is such that

p(,e)- a(e)b(o) (1.2)

so that 0, * are independent a priori.

. Theorem 1. Under conditions 1-4, the marginal posterior of ± based on W1 and

!2 does not depend on W2"

Proof. The posterior of * given (W1,,2)' = (w1 ,w2 )' is

P(-01l'wl '2) J" fP(.e)fw is W(Wlw2l¢,e)de (1,3a)

0 - 2-

" -b(t) f a(B)fW (w2le)fW (wl1JD)d (l.3b)
e -2 -1-
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*b(±)fW 2I ( w 1i;WO)x

f a(e)f, (wIef. (w1,11)de. (1.3c)
e - 2 -19fl11

The integral in (1.3c) is clearly a function of w2and wili.e., constant with

respect to 0, and so may be absorbed into the constant of proportionality.

This proves the result stated.

2. Wa) EXAMPLES

Example 2.1]. Consider the bivariate nozmal distribution with vector of neans

3(V 1,p2), variance-covariance matrix Z ((a~~) an ivrs

* Let

0 = -c 21/A22 ' 11 c +0ry1

d 11  22 r cl d2+8dill (2.1)

d22  11 21 22 2 d

11 P C21 =-Od1 1 .

* We remark in passing that,*if (2.1) is considered as a transformation from

(UI''2'~l'2Z'~l)to (nct,8,dl1 ,d 22), then the Jacobian has absolute value d,,.

Using (2.1), we can re-write the usual form of the bivariate normal

*frequency function in x, and x2 as

f(x1 s ax b1,L,B,d 11 ,d2

af(x2 lxl;a,L3,d11) x f(x1 In1,d 22) (2.2)

-2-



where

f(x21x ;cs,8d 1l) - (d11/2,)1/ 2 exp{- d11(x2-u-Bx1) 21. (2.2a)

flXlIl;d22) = (d22/11/2 exp(- d22(xl-'1I)21. (2.2b)

Now suppose that our data on x and x are divided up into two independent portions,

satisfying cabditi6nl of Theorem 1:

I: 1 consisting of n independent observations (xlix2i),

I s 1,...,n, on both x1 and x2.

!2' consisting of n* independent observations xii,

j - 1,...,n*, on x1 alone; the x * are not observed.

This is the well known missing observations problem (see Draper and Guttman, 1977,

and prior references listed therein). In the notation of Section 1, we write

S(a.B~dl' (2.4)

for the vector of parameters of interest, and

" (,nld22)' (2.5)

for the vector of nuisance parameters. To obtain a prior for (0,e), we transform

the usual non-informative prior

-3-



(c11c22-cl2 Y3  (2.6)

using (2.1), remembering to insert the Jacobian. This provides

p[(aB~dll ), 1l, d2 -1/2 -3/z (2.7)223, 1d 22

from which it is clear that condition 4 of Theorem 1 is satisfied. If we define

li: 11 = {Xli z 1.2,... ,n),

(2.8)
W1 1 1, .. n,n

M12 = {x21* "

and employ (2.2) to (2.5), condition 3 of Theorem 1 is satisfied, and condition

2 is satisfied because of (2.2b). It follows that Theorem 1 applies and that

the posterior of * given (WIW 2) depends only on Wl. In fact it can be verified

directly that

p(-0i1l,W 2) d('1 '-"' exp[-'dl l {S+(_ 1-fi)XX( l-l) }1 .  (2.9)

where

n 2
E (y2-- ,I)

(2.10)

I :X = I! x l } '

.
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1 Is an n x 1 vector of ones* = (X]VX12 "" .'X in) and

-1
±'1 (X' X) ' (x2 1,x22 ,...,X 2n). (2.11)

We note that (2.9) is what we would have obtained if we had calculated

p(±I~l) on the basis of W, alone, ignoring W2"

In the missing observations problem, we are usually concerned with inference

on the difference 6 Vl-U2. This can involve use of the predictive distribution

h(yIWl,W 2) = I . f(Yl,)P(OlW1 d2

and we see from the above that p(OIW 1,W2) can be replaced by p(OIWl) with the

same result. (Details are given by Draper and Guttman, 1977).

This seems intuitively reasonable from (2.2a)and (2.2b). The distribution of y

conditional on xt depends on a,8 and d1l, and the distribution of x* depends

only on n, and d22 and provides no information on = ,O,dll)'. Thus,in making

* inferences about 0, x* can effectively be ignored.

Example 2.2. In this example, we suppose that (xl,... ,x ) has

the multinomial distribution

x1 x k  Yj-xl-----x.i

mk(xl'"...xk) Xl ..k.x ! (-xl...Xk)! y.... k 1-T ( - - k

(2.12)
k k

where 0 5 x. 5 0 E x Sn, 0 < . < 1, and E 7i=£ .

1' 1

-5-



Let (1 : k < k-1)
.1

e 4

62 2 2 2

k k OR 7 k = k (2.13)

o- Ik +i 1  ~ 1 krI
17 k +1 *Y(1z e.)

1k

ol k kl / ll- F. T i)  2k .

We note that (2.13), viewed as a tranformation from ( .. 'k

to (e1 e ) has Jacobian whose absolute value
1 l 2

, " k

is (1 k22

mk(xis... Fxk M mk(xl.IDxk 1 )f(x k 1 +il Ix lX*I 1 (2.14)

where

1 1~ 1 *xl~.X 1 4 k 1i1'2'-...'k
k 1x i k.. ...k W1 ek no 1 tha 21 xk v -iewed a k 1 1rnfrato1 (214a)

f ( x k + 1 , * * 'x k I 'xu p . ..X 1 (' - xa1 - . J b kh +1 b s o l u t1 2 v a u

k .k2

1 +1 !...x (-Ex.)!

where
xI1 1 k X- -k

k

I k1

(2.14b).................



A

It is often the case that given xl,...,x , the probability

of observing characteristic k1 +j, jal,..., k 2, is of interestand,

k 
1

of course, fj = Y k+j/(l-E'.) is this conditional probability.
1 11

Suppose that in gathering data to estimate ts(*l,..,k 2 ', that

the data on (xl,... oxk) has two independent pieces -

() x l2  .. ,Xk

and (2.16)

((2)'. . (2)
!2 -- (l ''Xk )'

where W has probability function given by (2.14) and W has probability
-1 -2

function given by (2.14a), with 1 : k 1 k-l. Suppose too that a-priori,

P '' ) c (2.17)

1k

Hence, consulting (2.13), and recalling that * is of interest and 0

is nuisance, we find k

P(,B) cc (1-E 8i 2 (2.17a)
1

Hence, condition 4 of Theorem 1 is satisfied, and letting

W 1 . /(1),.- (1) (1) x(1)\= (W. W.2)* , it is easy to
V ~ 1  I*Ik Xk +1I..Ik _.l-12 ) ti ayt

* **l1: 1/

see that conditions 1-3 of Theorem 1 also hold. Hence, from Theorem

1, the marginal posterior of 0, given W, !2 , does not depend on N2.

Indeed, it is easy to see directly that the posterior of *, given

!l and W2 is

-7-



k

k +1 Xk 1

2 2

so that P(O1W1 !2 .1OWl P(o1'Wl' !12)'



, 3. A SUBSIDIARY RESULT.

In this section, we suppose that the data W = (W1,W2), with W1 independent

of W29 is such that

1. The density function of W1 is such that

f w 1  92) fW { l I] ' 2)  (3.1)

and the density function of W2, is such that

f w(w 2 1-1 , 2 ,e-) = fw2 (w2 1e) (3.2)

2. p(ol,f2,e) - a(e) b(f3,1 2)

-*. We suppose interest is in f, alone, so that 6 and 02 are vectors of nuisance

parameters. We have

-Theorem 2. If conditions 1 and 2 above hold, then the posterior of fl, given

W= (WI,2 does not depend on W 2, given that W, pnd are independent.

Proof. We have, since W and W are independent, and that conditions 1

and 2 hold, that

p(O1W1,W2) f f a(O)b(Ol, 2)fw(wlfl, 2,8)do d02  (3.3a)

f b(01, 2)f (w1 10,4 2 )ff a(e)fw (w2 1e)de} d42 (3.3b)

-02 -- - B -2

t2i 'b2)fW (wll~fi, 2 )d¢2  (3.3c)

-9-



where the inner integral in (3.3b), a function of W2 only, has been absorbed in

the constant of proportionality, and the theorem is proved.

Note that the posterior of f,, given W1 alone, need not exist, even though

the posterior of f,, given W1 and W2 is independent of W2. For a direct computation

of the posterior of fl, given (only) W1, yields (under the assumptions of Theorem 2),

f fa(O)b(l~' 2)f l (wlll'2)de df2  (3.4a)

f b(*, 2 )f l (wlIf 2 I2)[f a(e)de} d02; (3.4b)
4 ±

but if the prior density of 0, a(e) is improper, then p(iWl) does not exist.

For further remarks on improper priors, see Dawid, Stone, and Zidek (1973).

An exampl. is provided by the following:

1 = {(zix 2 i); = 1,...,n)}, where the zt are constants,

(3.5)

2 2 1/2 1 2
f(x2i Iz;a,8,T) = (22 "1  exp -!21T- -a-sZi)

4 2T

and

S2 {xli j=l,...,n*}

(3.6)

f(x!.Pa2 ) =(2n0 2 " exp - I j) ,

-10-



where

1 (cB); ±2 = *2 = 2) '  (3.7)

*2 Finally, we assume that

p ,, = a(e)b(01,¢ 2 ), (3.8)

with

a(e) = a(p,a 2) 1/a 2  (3.8a)

and

b11,02)  b(d*,, 2)

(3.8b)
I12, (no-2)/2 "(hno+1)

I.AI1~ 2o (T2) 0  exp {- [So+QJ }ino/2 n n-2 _ S+~
20(row)) r( ) ... 2T2

2

where

Q * (a-ao,B-0o)A (%-o,S-0 0 )' (3.8c)

with A positive definite. It turns out that the posterior of (a,O),

given W1 and W2, is connected to the distribution of a bivariate t, degrees of

-11-



freedom (n+no-2), which is independent of the x~j's, that is, of W and, further,

that the posterior of fi, given W1 alone, does not exist - these results may be

seen by substituting in (3.3c) and (3.4b).
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